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• Semi-supervised learning is a class of supervised

learning tasks and techniques that also make use of

unlabeled data for training

• 1965, Scudder

The Traditional View:

• Labeled instances are difficult to get

• Expensive and time consuming to obtain. 

• They require the effort of experienced human annotator.  

• Unlabeled data is cheap



Motivation

3/21/20194

 Why Semi-supervised learning?

 The learning problem

 Goal: Using both labeled and unlabeled data to build better 

learners, then using each one alone. 

 Fuzziness refers to the inexactness existing in an unclear event.

 The goal is to analyze the sensitivity on initial classifier accuracy 

in fuzziness based semi-supervised learning.



Main contribution
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1. It is experimentally shown that if we add the low fuzziness instances from 

test dataset to the original training dataset then its testing accuracy can be 

improved.

2. The phenomenon pointed out in (1) is theoretically explained based on the 

theory of learning from noisy data. 

3. It is found that, regarding the phenomenon in (1) and (2), the initial 

accuracy of the base classifier has a significant impact on the 

improvement in accuracy.

4. It is experimentally observed that the maximum improvement of accuracy 

of the classifier is attained when the initial accuracy is approximately 

between 70%-80%.



Proposed Algorithm-main idea
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In semi-supervised setting, when initial classifier is used to classify

huge amount of unlabeled data several events may turn out.

 When initial classifier’s accuracy is very low, for instance about 50%, if we 

use this classifier to predict unlabeled data, the predicted labels may have 

some noises.

 When initial classifier’s accuracy is medium, for example around 75%, if we 

use this classifier to predict unlabeled data, then it works very well, the 

predicted labels may have very few noises.

 When initial classifier’s accuracy is very high, for example around 95%, if we 

use this classifier to predict unlabeled data, then it may generate a few 

wrongly-predicted labels.



Semi-Supervised Learning Algorithms-
Self-training 
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Experimental results and analysis
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Experimental results of 1st experiment when ELM is used as initial 

classifier. 
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Fuzzy (Soft) Clustering
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Experimental results of 1st experiment 
when ELM is used as initial classifier
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Experimental results of 2nd experiment when NN is used as initial 

classifier. 
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Experimental results of 2nd experiment 
when NN is used as initial classifier



Experimental Results
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Experimental Results
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Conclusions and Future works

◼ In this study, a new aspect of semi-supervised learning 

technique was explored to improve the performance of a 

classifier by using divide-and-conquer strategy.

◼ One of our future works is to establish a robust mathematical 

model to explain why low-fuzziness samples have the enhanced 

impact on the learning performance.

◼ We will study the impacts of selecting different initial classifiers 

on the learning performance of SSL. 

◼ We will conduct a detailed survey on SSL techniques. 


